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Fig. 1: AMO enables hyper-dexterous whole-body movements for humanoid robots. (a): The robot picks and places a can on
platforms of different heights. (b): The robot picks a bottle from the higher shelf on the left and puts it on the lower table on
the right. (c): The robot stretches its legs to put the bottle on a high shelf. (d-g): The robot demonstrates a wide range of torso
pitch, roll, yaw, and height adjustments. (e): The robot utilizes hip motors to compensate waist joint limits to achieve larger
roll rotation.

Abstract—Humanoid robots derive much of their dexterity
from hyper-dexterous whole-body movements, enabling tasks that
require a large operational workspace—such as picking objects
off the ground. However, achieving these capabilities on real
humanoids remains challenging due to their high degrees of
freedom (DoF) and nonlinear dynamics. We propose Adaptive
Motion Optimization (AMO), a framework that integrates sim-to-
real reinforcement learning (RL) with trajectory optimization for
real-time, adaptive whole-body control. To mitigate distribution
bias in motion imitation RL, we construct a hybrid AMO
dataset and train a network capable of robust, on-demand
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adaptation to potentially O.O.D. commands. We validate AMO
in simulation and on a 29-DoF Unitree G1 humanoid robot,
demonstrating superior stability and an expanded workspace
compared to strong baselines. Finally, we show that AMO’s
consistent performance supports autonomous task execution via
imitation learning, underscoring the system’s versatility and
robustness.

I. INTRODUCTION

Humans can expand their workspace of hands using whole-
body movements. The joint configurations of humanoid robots
closely mimic humans’ functionality and degree of freedom
while facing challenges of achieving similar movements with
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Metrics AMO
(Ours)

HOVER
[30]

Opt2Skill
[41]

Ref. Type Hybrid MoCap Traj. Opt.
SO(3) + Height Dex. Torso ✓ ✗ ✗
SE(3) Task Space ✓ ✗ ✗
No Ref. Deploy ✓ ✓ ✗
O.O.D. ✓ ✗ ✗

TABLE I: Comparisons with two recent representative hu-
manoid motion imitation works. Dex. Torso means if the robot
is able to adjust its’ torso’s orientation and height to expand the
workspace. Task Space means the end effector. No Ref. Deploy
means if the robot needs reference motion during deployment.
O.O.D. means if the work has evaluated O.O.D. performance,
which is a typical case when the robot is controlled by a human
operator and the control signal is highly unpredictable.

real-time control. This is due to the dynamic humanoid
whole-body control’s high-dimensional, highly non-linear, and
contact-rich nature. Traditional model-based optimal control
methods require precise modeling of the robot and environ-
ment, high computational power, and reduced-order models
for realizable computation results, which is not feasible for
the problem of utilizing all DoFs (29) of an overactuated
humanoid robot in the real world.

Recent advances in reinforcement learning (RL) combined
with sim-to-real have demonstrated significant potential in
enabling humanoid loco-manipulation tasks in real-world set-
tings [42]. While these approaches achieve robust real-time
control for high-degree-of-freedom (DoF) humanoid robots,
they often rely on extensive human expertise and manual
tuning of reward functions to ensure stability and performance.
To address this limitation, researchers have integrated motion
imitation frameworks with RL, leveraging retargeted human
motion capture (MoCap) trajectories to define reward objec-
tives that guide policy learning [10, 28]. However, such tra-
jectories are typically kinematically viable but fail to account
for the dynamic constraints of target humanoid platforms,
introducing an embodiment gap between simulated motions
and hardware-executable behaviors. An alternative approach
combines trajectory optimization (TO) with RL to bridge this
gap [38, 41].

While these methodologies advance humanoid loco-
manipulation capabilities, current approaches remain con-
strained to simplified locomotion patterns rather than achieving
true whole-body dexterity. Motion capture-driven methods
suffer from inherent kinematic bias: their reference datasets
predominantly feature bipedal locomotion sequences (e.g.,
walking, turning) while lacking coordinated arm-torso move-
ments essential for hyper-dexterous manipulation. Conversely,
trajectory optimization TO-based techniques face complemen-
tary limitations—their reliance on a limited repertoire of
motion primitives and computational inefficiency in real-time
applications precludes policy generalization. This critically
hinders deployment in dynamic scenarios requiring rapid adap-
tation to unstructured inputs, such as reactive teleoperation or
environmental perturbations.

To bridge this gap, we present Adaptive Motion Optimiza-
tion (AMO)—a hierarchical framework for real-time whole-
body control of humanoid robots through two synergistic
innovations: (i) Hybrid Motion Synthesis: We formulate hy-
brid upper-body command sets by fusing arm trajectories
from motion capture data with probabilistically sampled torso
orientations, systematically eliminating kinematic bias in the
training distribution. These commands drive a dynamics-
aware trajectory optimizer to produce whole-body reference
motions that satisfy both kinematic feasibility and dynamical
constraints, thereby constructing the AMO dataset—the first
humanoid motion repository explicitly designed for dexterous
loco-manipulation. (ii) Generalizable Policy Training: While a
straightforward solution would map commands to motions via
discrete look-up tables, such methods remain fundamentally
constrained to discrete, in-distribution scenarios. Our AMO
network instead learns continuous mappings, enabling robust
interpolation across both continuous input spaces and out-of-
distribution (O.O.D.) teleoperation commands while maintain-
ing real-time responsiveness.

During deployment we first extract the sparse poses from
a VR teleoperation system and output upper-body goals with
multi-target inverse kinematics. The trained AMO network and
RL policy together output the robot’s control signal. We list a
brief comparison in Table. I to show the major advantages
of our method with two recent representative works. To
summarize, our contributions are as follows:

• A novel adaptive control method AMO that substantially
expands the workspace of humanoid robots. AMO works
in real-time with sparse task-space targets and shows
O.O.D. performance previous methods have not achieved.

• A new landmark of humanoid hyper-dexterous WBC
controller with orders larger workspace that enables a
humanoid robot to pick up objects from the ground.

• Comprehensive experiments both in simulation and the
real world with teleoperation and autonomous results
showing the effectiveness of our method and ablations
of core components.

II. RELATED WORK

Humanoid Whole-body Control. Whole-body control for
humanoid robots remains a challenging problem due to their
high DoFs and non-linearity. This is previously primarily
achieved by dynamic modeling and model-based control [14,
16, 18, 19, 31, 32, 34, 35, 51, 52, 56, 72, 75]. More recently,
deep reinforcement learning methods have shown promise in
achieving robust locomotion performance for legged robots [3,
7, 8, 20, 21, 22, 23, 26, 37, 38, 39, 40, 46, 47, 61, 67,
73, 74, 79]. Researchers have studied whole-body control
from high-dimensional inputs for quadrupeds [7, 8, 22, 27]
and humanoids [9, 24, 29, 33]. [24] trains one transformer
for control and another transformer for imitation learning.
[9] only encourages the upper body to imitate the motion,
while the lower body control is decoupled. [29] trains goal-
conditioned policies for downstream tasks. All [9, 24, 29]
show only limited whole-body control ability, which enforcing
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Fig. 2: System overview. The system is decomposed into four stages: 1. AMO module training by collecting AMO dataset
using trajectory optimization; 2. RL policy training by teacher-student distillation in simulation; 3. real robot teleoperation by
IK and retargeting; 4. real robot autonomous policy training by imitation learning (IL) with a transformer.

the torso and pelvis of humanoid robots to stay motionless.
[33] shows expressive whole-body action for humanoid robots,
but it does not emphasize leveraging whole-body control to
extend robots’ loco-manipulation task space.

Teleoperation of Humanoids. Teleoperation of humanoids
is crucial for real-time control and robot data collection. Prior
efforts in humanoid teleoperation include [11, 24, 28, 29, 42,
64]. For example, [24, 29] uses a third-person RGB camera
to obtain key points of the human teleoperator. Some works
use VR to provide ego-centric observation for teleoperators.
[11] uses Apple VisionPro to control the active head and
upper body with dexterous hands. [42] uses Vision Pro for
the head and upper body while using pedals for locomotion
control. Humanoid whole-body control requires a teleoperator
to provide physically achievable whole-body coordinates for
the robots.

Loco-manipulation Imitation Learning. Imitation learn-
ing has been studied to help the robot complete the task
autonomously. Identifying existing work with demonstration
sources can be classified as learning from real robot expert
data [4, 5, 12, 13, 25, 36, 54, 55, 65, 66, 76, 78], learning from
play data [15, 50, 70], and learning from human demonstra-
tions [9, 21, 24, 26, 29, 57, 58, 59, 69, 71, 73]. Those imitation
learning studies are limited to manipulation skills, while there
are very few imitation learning studies for loco-manipulation.
[25] studies imitation learning for loco-manipulation, using
a wheel-based robot. This paper uses imitation learning to
enable humanoid robots to complete loco-manipulation tasks
autonomously.

III. ADAPTIVE MOTION OPTIMIZATION

We present AMO: Adaptive Motion Optimization, a frame-
work that achieves seamless whole-body control as illustrated

in Figure 2. Our system is decomposed into four different com-
ponents. We introduce the notations and overall framework at
first, and then elaborate on the learning and realization of these
components in the following sections separately.

A. Problem Formulation and Notations

We address the problem of humanoid whole-body control
and focus on two distinct settings: teleoperation and au-
tonomous.

In the teleoperation setting, the whole-body control problem
is formulated as learning a goal-conditioned policy π′ : G ×
S → A, where G represents the goal space, S the observation
space, and A the action space. In the autonomous setting, the
learned policy π : S → A generates actions solely based on
observations, without human input.

The goal-conditioned teleoperation policy receives a con-
trol signal g ∈ G from the teleoperator, where g =
[phead,pleft,pright,v]. phead,pleft,pright represent the oper-
ator’s head and hand keypoint poses, while v = [vx, vy, vyaw]
specifies the base velocity. Observations s ∈ S include
visual and proprioceptive data: s = [imgleft, imgright, sproprio].
Actions a ∈ A consist of joint angle commands for the upper
and lower body: a = [qupper,qlower].

a) Goal-conditioned teleoperation policy: The
goal-conditioned policy adopts a hierarchical
design: π′ = [π′

upper, π
′
lower]. The upper policy

π′
upper(phead,pleft,pright) = [qupper,g

′] outputs actions
for the upper body and an intermediate control signal
g′ = [rpy, h], where rpy command the torso orientation
and h commands the base height. The lower policy
π′
lower(v,g

′, sproprio) = qlower generates actions for the
lower body using this intermediate control signal, the velocity
commands, and proprioceptive observations.



b) Autonomous policy: The autonomous policy π =
[πupper, πlower] shares the same hierarchical design as
the teleoperation policy. The lower policy is identical:
πlower = π′

lower, while the upper policy generates actions
and intermediate control independently from human input:
πupper(imgleft, imgright, sproprio) = [qupper,v,g

′].

B. Adaptation Module Pre-Training

In our system specification, the lower policy follows com-
mands in the form of [vx, vy, vyaw, rpy, h]. The locomotion
ability of following velocity commands [vx, vy, vyaw] can be
easily learned by randomly sampling directed vectors in the
simulation environment following the same strategy as [8, 9].
However, it is non-trivial to learn the torso and height tracking
skills as they require whole-body coordination. Unlike in the
locomotion task, where we can design feet-tracking rewards
based on Raibert Heuristic [62] to facilitate skill learning,
there lacks such a heuristic to guide the robot to complete
whole-body control. Some works [28, 33] train such policies
by tracking human references. However, their strategy does
not build a connection between human poses and whole-body
control directives.

To address this issue, we propose an adaptive motion
optimization (AMO) module. The AMO module is repre-
sented as ϕ(qupper, rpy, h) = qref

lower. Upon receiving whole-
body control commands rpy, h from the upper, it converts
these commands into joint angle references for all lower-body
actuators for the lower policy to track explicitly. To train
this adaptive module, first, we collect an AMO Dataset by
randomly sampling upper commands and performing model-
based trajectory optimization to acquire lower body joint an-
gles. The trajectory optimization can be formulated as a multi-
contact optimal control problem (MCOP) with the following
cost fuction:

L = Lx + Lu + LCoM + Lrpy + Lh

Lx = ∥xt − xref∥2Qx

Lu = ∥ut∥2R
LCoM = ∥ct − cref∥2QCoM

Lrpy = ∥Rtorso −Rref(rpy)∥2Qtorso

Lh = wh(ht − h)2

Which includes regularization for both state x and control
u, target tracking terms Lrpy and Lh, and a center-of-
mass (CoM) regularization term that ensures balance when
performing whole-body control. Upon collecting dataset, we
first randomly select upper body motions from the AMASS
dataset [43] and sample random torso commands. Then,
we perform trajectory optimizations to track torso objectives
while maintaining a stable CoM and adhering to wrench
cone constraints to generate dynamically feasible reference
joint angles. Since we do not take the walking scenario into
consideration, both feet of the robot are considered to be
making contact with the ground. The references are generated
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Fig. 3: Teleoperation system overview. The operator provides
three end-effector targets: head, left wrist, and right wrist
poses. A multi-target IK computes upper goals and intermedi-
ate goals by matching three weighted targets simultaneously.
The intermediate goals (rpy, h) are fed to AMO and converted
to lower goals.

using control-limited feasibility-driven differential dynamic
programming (BoxFDDP) through Crocoddyl [48, 49]. These
data are collected to train an AMO module that converts torso
commands into reference lower poses. The AMO module is a
three-layer multi-layer perceptron (MLP) and is frozen during
the later stage of lower policy training.

C. Lower Policy Training

We use massively parallel simulation to train our lower
policy with IsaacGym[44]. The lower policy aims at tracking
g′ and v, while utilizing proprioceptive observations sproprio,
which is defined as:

[θt,ωt,q
whole−body
t , q̇whole−body

t ,awhole−body
t−1 ,ϕt,q

ref
lower]

The above formulation contains base orientation θt, base
angular velocity ωt, current position, velocity, and last position
targets. It is noticeable that the lower policy’s observation
includes the states of upper body actuators for better upper-
lower body coordination. ϕt is the gait cycling signal defined
in similar ways as [45, 77]. qref

lower is the reference lower body
joint angles generated by the AMO module. The lower action
space qlower ∈ R15 is a vector of dimension 15, which consists
of 2 ∗ 6 target joint positions for both legs and 3 target joint
positions for the waist motors.

We opt to use a teacher-student framework to train our
lower policy. We first train a teacher policy that can ob-
serve privileged information in simulation, using off-the-shelf
PPO[63]. We then distill the teacher policy into a student
policy using supervised learning. The student policy only
observes information available in real and can be deployed
for teleoperation and autonomous tasks.

The teacher policy can be formulated as
πteacher(v,g

′, sproprio, spriv) = qlower. The additional
privilege observation spriv is defined as:

[vgt
t , rpygt

t , hgt
t , ct]

Which includes ground-truth values of: base velocity vgt
t ,

torso orientation rpygt
t , and base height hgt

t , which are not
readily available when tracking their corresponding targets



in the real world. ct is the contact signal between feet and
the ground. The teacher RL training process is detailed in
Appendix.B.

The student policy can be written as
πstudent(v,g

′, sproprio, shist) = qlower. To compensate
for sproprio with observations accessible in the real-
world, the student policy utilizes a 25-step history of
proprioceptive observations as an additional input signal:
shist,t = sproprio,t−1∼t−25.

D. Teleoperation Upper Policy Implementation

The teleoperation upper policy generates a series of com-
mands for whole-body control, including arm and hand move-
ments, torso orientation, and base height. We opt to implement
this policy using optimization-based techniques to achieve
the precision required for manipulation tasks. Specifically,
hand movements are generated via retargeting, while other
control signals are computed using inverse kinematics (IK).
Our implementation of hand retargeting is based on dex-
retargeting [60]. More details about our retargeting formula-
tion are presented in Appendix.A.

In our whole body control framework, we extend the
conventional IK to multi-target weighted IK, minimizing the
6D distances to three key targets: the head, the left wrist, and
the right wrist. The robot mobilizes all upper-body actuators
to match these three targets simultaneously. Formally, our
objective is:

min
q

Lhead + Lleft + Lright

Lhead = ∥phead − phead−link∥2 + λ∥Rhead −Rhead−link∥2F
Lleft = ∥pleft − pleft−link∥2 + λ∥Rleft −Rleft−link∥2F

Lright = ∥pright − pright−link∥2 + λ∥Rright −Rright−link∥2F
q = [qhead,qleft−arm,qright−arm, rpy, h]

As illustrated in Fig. 3. The optimization variable q in-
cludes all actuated degrees of freedom (DoFs) in the robot’s
upper body: qhead, qleft−arm, and qright−arm. In addition
to the motor commands, it also solves for an intermediate
command to enable whole-body coordination: rpy and h
for torso orientation and height control. To ensure smooth
upper body control, posture costs are weighted differently
across different components of the optimization variable q:
Wqhead,qleft−arm,qright−arm

< Wrpy,h. This encourages the
policy to prioritize upper-body actuators for simpler tasks.
However, for tasks requiring whole-body movement, such as
bending over to pick up or reaching distant targets, additional
control signals [rpy, h] are generated and sent to the lower
policy. The lower policy coordinates its motor angles to
fulfill the upper policy’s requirements, enabling whole-body
target reaching. Our IK implementation employs Levenberg-
Marquardt (LM) algorithm [68] and is based on Pink [6].

E. Autonomous Upper Policy Training

We learn the autonomous upper policy via imitation learn-
ing. First, the human operators teleoperate with the robot

Metrics (↓) Ey Ep Er Eh Ev

Stand

Ours(AMO) 0.1355 0.1259 0.0675 0.0151 0.0465
w/o AMO 0.3137 0.1875 0.0681 0.1168 0.0477
w/o priv 0.1178 0.1841 0.0757 0.0228 0.1771
w rand arms 0.1029 0.1662 0.0716 0.0200 0.1392

Walk

Ours(AMO) 0.1540 0.1519 0.0735 0.0182 0.1779
w/o AMO 0.3200 0.1927 0.0797 0.1253 0.1539
w/o priv 0.1226 0.1879 0.0779 0.0276 0.2616
w rand arms 0.1200 0.1837 0.0790 0.0240 0.2596

TABLE II: Comparison of tracking errors with baselines.
Each tracking error is averaged over 4096 environments and
500 steps. Ey , Ep, Er, Eh, Ev represent tracking errors in
torso yaw, torso pitch, torso roll, base height, and base linear
velocity, respectively.

using our goal-conditioned policy, recording observations and
actions as demonstrations. We then employ ACT [78] with
a DinoV2 [17, 53] visual encoder as the policy backbone.
The visual observation includes two stereo images imgleft and
imgright. DinoV2 divides each image into 16 × 22 patches
and produces a 384-dimensional visual token for each patch,
yielding a combined visual token of shape 2×16×22×384.
This visual token is concatenated with a state token obtained
by projecting ot = [supperproprio,t,vt−1, rpyt−1, ht−1]. Here,
supperproprio,t is the upper-body proprioceptive observation, and
[vt−1, rpyt−1, ht−1] constitutes the last command sent to the
lower policy. Due to our decoupled system design, the upper
policy observes these lower-policy commands instead of direct
lower-body proprioception. The policy’s output is represented
as:

[qhead
t ,qdual−arm

t ,qdual−hand
t ,vt, rpyt, ht]

comprising all upper-body joint angles and the intermediate
control signals for the lower policy.

IV. EVALUATION

In this section, we aim to address the following questions
by conducting experiments in both simulation and in the real
world:

• How well does AMO performs on tracking locomotion
commands v and torso commands rpy, h?

• How does AMO compare to other WBC strategies?
• How well does the AMO system perform in the real-

world setting?
We conduct our sim experiments in IsaacGym simulator

[44]. Our real robot setup is as shown in 3, which is modified
from Unitree G1 [1] with two Dex3-1 dexterous hands. This
platform features 29 whole-body DoFs and 7 DoFs on each
hand. We customized an active head with three actuated DoFs
to map the human operator’s head movement and mounted a
ZED Mini [2] camera for stereo streaming.



Metrics Ry Rp Rr

Ours(AMO) (-1.5512, 1.5868) (-0.4546, 1.5745) (-0.4723, 0.4714)
w/o AMO (-0.9074, 0.8956) (-0.4721, 1.0871) (-0.3921, 0.3626)
Waist Tracking (-1.5274, 1.5745) (-0.4531, 0.5200) (-0.3571, 0.3068)
ExBody2 (-0.1005, 0.0056) (-0.2123, 0.4637) (-0.0673, 0.0623)

TABLE III: Comparison of maximum torso control ranges.
Ry, Rp, Rr is the maximum range the torso can achieve while
following in-distribution (I.D.) tracking commands in yaw,
pitch, roll directions.

A. How well does AMO perform on tracking locomotion
commands v and torso commands rpy, h?

Table II presents the evaluation of AMO’s performance by
comparing it against the following baselines:

• w/o AMO: This baseline follows the same RL training
recipe as Ours(AMO), with two key modifications. First,
it excludes the AMO output qref

lower from the observation
space. Second, instead of penalizing deviations from
qref
lower, it applies a regularization penalty based on de-

viations from a default stance pose.
• w/o priv: This baseline is trained without additional

privileged observations spriv.
• w rand arms: In this baseline, arm joint angles are

not set using human references sampled from a MoCap
dataset. Instead, they are randomly assigned by uniformly
sampling values within their respective joint limits.

The performance is evaluated using the following metrics:

1) Torso Orientation Tracking Accuracy: Torso orienta-
tion tracking is measured by Ey , Ep, Er. The results indi-
cate that AMO achieves superior tracking accuracy in roll
and pitch directions. The most notable improvement is in
pitch tracking, where other baselines struggle to maintain
accuracy, whereas our model significantly reduces track-
ing error. w rand arms exhibits the lowest yaw tracking
error, potentially because random arm movements enable
the robot to explore a broader range of postures. However,
AMO is not necessarily expected to excel in yaw tracking,
as torso yaw rotation induces minimal CoM displace-
ment compared to roll and pitch. Consequently, yaw
tracking accuracy may not fully capture AMO’s capacity
for generating adaptive and stable poses. Nonetheless,
it is worth noting that w/o AMO struggles with yaw
tracking, suggesting that AMO provides critical reference
information for achieving stable yaw control.

2) Height Tracking Accuracy: The results show that AMO
achieves the lowest height tracking error. Notably, w/o
AMO reports a significantly higher error than all other
baselines, indicating that it barely tracks height command.
Unlike torso tracking, where at least one waist motor
angle is directly proportional to the command, height
tracking requires coordinated adjustments across multiple
lower-body joints. Without reference information from
AMO, the policy fails to learn the transformation relation-
ship between height commands and corresponding motor
angles, making it difficult to master this skill.

Ours(AMO)

Torso Yaw (+) Torso Yaw (-) Torso Pitch (+) Torso Pitch (-) Torso Roll (+) Torso Roll (-)

w/o AMO

Waist Tracking

ExBody2

Fig. 4: Comparison of torso orientation ranges.

3) Linear Velocity Tracking Accuracy: The AMO module
generates reference poses based on whole-body control
in a double-support stance, meaning it does not account
for pose variations due to foot swing during locomo-
tion. Despite this limitation, AMO remains capable of
performing stable locomotion with a low tracking error,
demonstrating its robustness.

B. How does AMO compare to other WBC strategies?

To address this question, we compare the range of torso
control across the following baselines:

• w/o AMO: This baseline is the same as described in the
previous section.

• Waist Tracking: This baseline explicitly commands the
yaw, roll, and pitch angles of the waist motors instead of
controlling the torso orientation.

• ExBody2: [33] is a representative work in leveraging
human reference motions to guide robot whole-body
control in RL. It achieves torso orientation control by
modifying the reference joint angles of the waist.

Table. III presents the quantitative measurements of torso
control ranges, while Fig. 4 illustrates the qualitative differ-
ences. For ExBody2 and other methods that rely on human
motion tracking, the range of torso control is inherently
constrained by the diversity of the human motion dataset
used for training. If a particular movement direction is un-
derrepresented in the dataset, the learned policy struggles
to generalize beyond those sparse examples. As shown in
our results, ExBody2 exhibits only minor control over torso
pitch and is largely incapable of tracking torso yaw and roll
movements.

Waist Tracking is fundamentally restricted by the robot’s
waist joint limits, as it relies exclusively on waist motors for



●  w/o AMO ● AMO ● O.O.D.

Fig. 5: Evaluation of in-distribution (I.D.) and out-of-
distribution (O.O.D.) tracking results. Each figure shows the
target vs. the actual commanded direction. The white area
indicates I.D., meaning the command is used in both trajectory
optimization and RL training. The grey area indicates O.O.D.,
meaning the command is not used in either trajectory opti-
mization or RL training. The red and blue curves represent
w.o. AMO and AMO, respectively.

torso orientation control rather than utilizing the entire lower
body. For example, Unitree G1’s waist pitch motor’s positional
limit is only ±0.52 radians. In contrast, AMO achieves a
significantly larger range of torso motion compared to other
baselines, particularly in torso pitch, where it allows the robot
to bend its upper body completely flat. Moreover, the policy
demonstrates adaptive behaviours by leveraging leg motors
to adjust the lower posture for stability. This is evident in
torso roll control, where the robot slightly bends one leg
to tilt its pelvis. Such adaptive behaviour is not observed
in w/o AMO. Overall, by incorporating AMO, the policy
not only expands the operational range of torso control but
also improves torso stability by dynamically adapting to the
commanded orientation.

AMO’s advantage lies not only in accurately tracking in-
distribution (I.D.) torso commands but also in its ability to
effectively adapt to out-of-distribution (O.O.D.) commands.
In Fig.5, we compare AMO and w/o AMO by evaluating
their performance on both I.D. and O.O.D. commands. It
is evident that w/o AMO struggles with O.O.D. commands:
it fails to track torso pitch and yaw commands before they
reach the sampled training ranges, and it does not track height
commands at all, as discussed in the previous section. In
contrast, AMO exhibits remarkable adaptability in tracking
O.O.D. commands. It successfully tracks torso yaw command

(a) Paper Bag Picking: The task begins with the robot adjusting
its torso to align its rubber hand with the handle. Then, the robot
should turn and move to an appropriate distance to the destination
table, stand still, and use its upper body joints coherently to leave
the hand out of the handle.

(b) Trash Bottle Throwing: The task begins with the robot stooping
and turning its upper body to the left to grab the trash bottle. The
robot then turns its waist about 90 degrees to the right and throws
the trash bottle into the trash bin.

Fig. 6: Autonomous tasks performed in the real-world setting.
For each task, we collect 50 episodes using the teleoperation
system and train an ACT to complete it autonomously.

up to ±2, despite being trained only within the range of ±1.57.
Similarly, for height tracking, although the training distribution
was limited to a range of 0.5m to 0.8m, the policy generalizes
well and accurately tracks height as low as 0.4m. These results
indicate that both the AMO module trained via imitation
and the RL policy exhibit strong generalization capabilities,
demonstrating AMO’s robustness in adapting to whole-body
commands beyond the training distribution.

C. How well does the AMO system perform in the real-world
setting?

To showcase our policy’s capability in torso orientation and
base height control, we have performed a series of hyper-
dexterous manipulation tasks using the AMO teleoperation
framework. These teleoperation experiments are presented in
Fig.1 and the supplementary videos.

To further highlight the robustness and hyper-dexterity of
the AMO system, We select several challenging tasks that
require adaptive whole-body control and perform imitation



Paper Bag Picking

Setting Picking Moving Placing

Stereo Input; Chunk Size 120 8/10 8/10 9/10
Mono Input; Chunk Size 120 9/10 7/10 10/10
Stereo Input; Chunk Size 60 7/10 7/10 6/10

Trash Bottle Throwing

Setting Picking Placing

Stereo Input; Chunk Size 120 7/10 10/10
Mono Input; Chunk Size 120 4/10 10/10
Stereo Input; Chunk Size 60 5/10 10/10

TABLE IV: Training settings and success rate of individual
stages of each task. Each training setting includes: using stereo
(both left-right-eye images) or mono (single image) visual
input; chunk size used in training action-chunking-transformer.

learning by collecting demonstrations, as illustrated in Fig.6.
The performance and evaluations of these tasks are detailed
below:

Paper Bag Picking: This task requires the robot to perform
a loco-manipulation task in the absence of an end-effector,
making it particularly demanding in terms of precision. We
evaluate the impact of various training settings on task perfor-
mance, as shown in Table.IV. With the most complete setting,
the policy achieves a near-perfect success rate. While using
only a single image slightly reduces the success rate, this task
is particularly susceptible to shorter chunk sizes. When the
robot places its hand under the bag handle and attempts to
reorient, a shorter action memory often leads to confusion.

Trash Bottle Throwing: This task involves no locomotion;
however, to successfully grasp the bottle and throw it into
a bin positioned at another angle, the robot must execute
extensive torso movements. The evaluation results, as shown
in Table.IV, indicate that our system can learn to complete
this task autonomously. Both stereo vision and longer action
chunks enhance task performance. The benefits of stereo vision
likely stem from an increased field-of-view (FoV) and implicit
depth information, which are essential for grasping.

To demonstrate the effectiveness of our system and its
potential in executing complex loco-manipulation tasks, we
conduct an IL experiment on a long-horizon task that demands
hyper-dexterous whole-body control: Basket Picking. In this
task, the robot must crouch to a considerably low height and
adjust its torso orientation to grasp two baskets positioned on
either side, close to the ground. A recorded autonomous rollout
is presented as a case study in Fig.7, showcasing the learned
policy’s execution in real-world conditions.

To illustrate how the robot coordinates its whole-body
actuators, we visualize the joint angles of the waist motors
and the left knee motor. The left knee motor is selected as a
representative joint for height changing and walking. As shown
in Fig.7, the task begins with the robot crouching and bending
forward to align its hands with the baskets’ height. This motion
is reflected by an increase in the knee and waist pitch motor
angles. Next, the robot tilts left and right to grasp the baskets,
as indicated by the variations in the waist roll curve. After
successfully retrieving the targets, the robot stands up, which is

1 2 3 4 5

Fig. 7: Basket Picking: A complicated loco-manipulation task
that also requires whole-body coordination. The task begins
with the robot picking two baskets from left(1) and right(2),
which are placed at low heights and close to the ground. Then,
the robot stands up, moves forward(3), and puts two baskets on
the shelf at eye level(4,5). The motor angle trajectories along
the autonomous rollout are displayed and labeled to match the
corresponding phases.

marked by a decrease in knee angle. The periodic fluctuations
in the knee motor reading confirm that the robot is walking.
Once stationary, the robot reaches to the left and right to place
the basket on the shelf, with the waist yaw motor rotating back
and forth to facilitate lateral torso movements. This case study
clearly demonstrates our system’s ability to leverage whole-
body coordination to accomplish complex tasks effectively.

V. CONCLUSIONS AND LIMITATIONS

We present AMO, a framework that integrates model-
based trajectory optimization with model-free reinforcement
learning to achieve whole-body control. Through extensive
experiments in both simulation and real-robot platforms, we
demonstrate the effectiveness of our approach. AMO enables
real-world humanoid control with an unprecedented level of
dexterity and precision. We hope that our framework provides
a novel pathway for achieving humanoid whole-body control
beyond conventional model-based whole-body methods and
RL policies that rely on tracking human motion references.

While our decoupled approach introduces a new paradigm
for whole-body control, its separated nature inherently limits
the level of whole-body coordination it can achieve. For
instance, in highly dynamic scenarios, humans naturally utilize
not only their lower body and waist but also their arms to
maintain balance. However, in our current setup, arm control is
independent of the robot’s base state. A balance-aware upper-
body control mechanism could be explored by incorporating
base state information into upper-limb joint-angle acquisition,
potentially enhancing overall stability and adaptability.
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APPENDIX A
RETARGETING

The hand retargeting problem is formulated as the following
objective function:

min
qhand

n∑
i=1

∥phuman
i − probot

i ∥2

probot
i = FK(qhand)

subject to qmin ≤ qhand ≤ qmax

This objective aims at minimizing the distances between
corresponding keypoint vectors. Here, phuman

i denotes the ith

(scaled) keypoint vector of the human hand, while probot
i rep-

resents the corresponding vector of the robot hand. probot
i =

FK(qhand) is derived using forward kinematics from robot
hand joint angles qhand. Since our system features a three-
fingered robot hand,five vectors are employed for retargeting:
three vectors ranging from the wrist to each fingertip and two
vectors ranging from the thumb tip to the index and middle
fingertips. Vectors originating from the wrist ensure that the
overall robot hand pose closely resembles the human hand’s
pose, while vectors from the thumb tip facilitate precise and
fine manipulations.

APPENDIX B
RL TRAINING DETAILS

Teacher Training Curriculum We use a carefully designed
curriculum to regulate different tasks during RL training.
Initially, the lower policy is treated as a pure locomotion
policy with randomized target height. Then, we add delay to
reduce sim-to-real gap. We then randomize target torso roll,
pitch and yaw and activate related rewards. We finally sample
arm actions from AMASS dataset and directly set the arm
joint target position in the environment. Following the training
schedule, the teacher policy gradually master complex whole-
body control setting and be able to supervise a real world
student.

Curriculum Begin Global Step Randomize Range

Target Height 100 0.5 ∼ 0.8
Target Torso Roll 2000 -0.7 ∼ 0.7
Target Torso Pitch 2000 -0.52 ∼ 1.57
Target Torso Yaw 2000 -1.57 ∼ 1.57
Target Arm 4000 AMASS

TABLE V: Curriculum Random Sample Steps

Table V shows the detail of our randomized curriculum
schedule. When the global step is less than the curriculum
begin global step, the target height is set to 0.8, the target
torso roll, pitch, and yaw are set to 0, the target arm joint
positions are set to the default arm joint positions. When the
global step reaches the curriculum begin global step, target
height, target torso roll, pitch, and yaw are randomly sampled
in the ranges specified in the table, and the target arm joint
positions are sampled from the AMASS dataset.

Curriculum Begin Global Step Final Global Step Range

Gait frequency 5000 10000 1.3 ∼ 1.0
Stance Rate 1000 2000 0.2 ∼ 0.5

TABLE VI: Curriculum Linear Sample Steps

Fig. 8: Fully onboard whole-body teleoperation.

Table VI shows the detail of our linear sampled curriculum
schedule. The gait frequency can be formulated as follows:
The Gait Frequency and Stance Rate are defined as piecewise
functions based on the Global Step:

Gait Frequency(s) =


1.3 s < 5k

1.3− 0.3
10k−5k (s− 5k), 5k ≤ s ≤ 10k

1.0 s > 10k

Stance Rate(s) =


0.2 s < 5k

0.2 + 0.3
2k−1k (s− 1k), 1k ≤ s ≤ 2k

0.5, s > 2k

where s represents the global step.

APPENDIX C
DEPLOYMENT DETAILS

Some of our experiments are conducted with an external
PC for easier debugging with an RTX 4090 GPU. Nonetheless,
our entire teleoperation system and RL policy can be deployed
onboard a Jetson Orin NX with 50Hz inference frequency, as
shown in Fig. 8. We use OpenTelevision[11] to stream images
and human poses between VR devices and the robot.
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